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Abstract-- The proposed paper focuses on the Analysis ginguhabits of customers or market basket contearket

Basket Analysis(MBA) is a data mining techniquet tten be used for identify relationships betwedfedint items and is
also known as association rule learning or affimitalysis. The goal of MBA is to determine the ptaeat of goods, next
best option for the customers, designing sales ptioms for different segments of customers to impr@ustomer
satisfaction and hence the profit of the superniatiere, we apply Apriori algorithm and FP-Growtlgaithm on the
various data collected from different stores ineortb trace the various association rules comgisiha basket.One
discrete advantage of using FP-Growth algorithrtesnd of Apriori algorithm is that it avoids the geation of candidate
sets, which is computationally exhaustive. The ltssand conclusions drawn can be used in optimizivegmarket. This
will help in predicting future trends and behavjorallowing businesses to make knowledge-driverisitats and also
provides a new way to design store layout by plgéh propinquity those items that are purchasegétteer.

Keywords-Market basket analysis, Association rule, affiratyalysis, Apriori algorithm, FP-Growth algorithegndidate

sets.

1. INTRODUCTION

Market basket analysis is based upon the identiificaf
purchasing patterns of the customers. In this tegcien
the purchasing patterns of the customers are aadlyy
identifying: which items are purchased togetherjciwh
item is purchased next to the other item; whicm#eare
purchased in different seasons. This process témds
yield very useful information that if the customexse
buying some set of items,what is the probabilit titney
will buy some other set of items. For example:winter
season, if customers are purchasing jackets, how
probably will they also purchase sweaters? This
information helps in increasing the sales of suemi
sets and thus increases the total profit by regtésj the
store layouts, i.e., by placing in propinquity tadagems
that are purchased together. Suppose a managemef s
shopping mall would like to identify the purchasing
patterns of his customers. In a more specific marine
tends to find “Which set of items will the custorser
purchase on a given visit to the store?” To do, this
market basket analysis must be performed on the
database containing different customer transacaonise
store. These transactions can happen at diffeirapstof
the day, week,month or year. After getting the issu
the advertising or marketing strategies are plaraed
also the layout of the store is redesigned. Fomgpe: If
there is a high probability that customers who feans
will also buy shirts, then it is better to places tbhirts
nearer to the jeans so as to increase the sabestofBut

if we put these items at different places, themiy
reduce the sales of both. Another strategy that lman
applied is the recommendation of products: the less

purchased products are recommended to customers whe
they are going to purchase some other productsaksad

the discounts may be given on such products. Thls w
also ultimately lead to the increase in sales and,
therefore, results in the increase in overall profi
Although market basket analysis has many bensf#s,
there are some problems associated with the market
basket analysis that need to be dealt with. Thst fir
problem that needs to be dealt with is the varyiegds

of the customers with respect to seasons and time.
Consequently, their purchasing patterns will change
Thus there arises the need of market basket andtybie
done again and again on the whole database cargaini
different customer transactions. Now if the databis
large in size, then it will take more time and vii# more
costly to do the market basket analysis on the &hol
dataset. That is, instead of increasing profit tepeated
need of market basket analysis may decrease profit.

2. DATA MINING

In general, the function of the process of dataimgitan

be classified into two categories: descriptive and
predictive. Predictive function provides globalasiican
be applied to the database. The descriptive functims

to provide a description of the available data sesr
Descriptions are provided in summary form dense
clusters that provide information, linkage, asstoiaor
other forms.

A. Association Rules Mining

149



International Journal of Research in Advent Technology, Special Issue, March 2019
E-ISSN: 2321-9637
Available online at www.ijrat.org

Association rule mining is a procedure which iskiog
for a relationship among an item with other items.
Association rule is usually used "if" and "thenhist
shows if A then B and C. To determine the Associgsi
rules. it needs to be specified the support amfidence
to restrict whether the rule is interesting or /RRM is a
two step process consisting of extraction of ahfrent
item sets followed by extraction of strong assadoiat
rules from the obtained frequent item sets. Asgom
rules are interesting or frequent if their suppard
confidence are greater than minimum support and
confidence. The item sets that are expected to be
frequent are known as candidate item sets.
Support: A measure that indicates how much the level
of dominance of an item or itemset of the overall
transaction.
Confidence: A measure that shows the relationship
between items in a conditional. (e.g. how freglyent
purchased item B if the person buying the item A) .
Example: buy (x, "Eggs") buy (x, "bread") [support
=50%, confidence = 80%]
Eggs and bread are purchased simultaneously byds0%
all transactions and 80% of all consumers who lggse
also buy bread.
Working Of Association Rules Mining Algorithm
Step-1:- Assume k=1, and generate frequent ittmcf
length 1.
Step-2 :- Repeat till new frequent item sets atml.
¢ Obtain (k+1) candidate item sets from k-length
frequent item sets.
* Prune infrequent candidate item sets containing
subsets of length k.
e Calculate the support for each candidate item
set by passing over the database.
e Item sets not having minimum support are
discarded and leaving only frequent item sets
called k-item sets.

1) L, =find _frequent_ I-item-sets(D);

2) for (k=2 L+ @ k++){

3)  Cy=apriori_gen(L;.;);

4)  for each transaction t € D{ //scan D for counts

5) C, = subset(Cy ,t); //get the candidate subsets of t
6)  foreach candidate c € C,

7) c.count++;

8 )

9) Ly = {c € Cy|c.count > min_sup}
10) }

11) return L= Uy Ly ;

Measures of Effectiveness of the Rule
The measures of effectiveness of the rule by using
example dataset.

TID Itmes

Bread,Milk
Bread,Diaper,Beer,Eggs
Milk,Diaper,Beer,Coke
Bread, Milk,Diaper,Beer
Bread,Milk,Diaper,Coke

G| WN| -

1) for each_ilem-set 1, € L,
2)  foreach item-set l, € L,

3) if (L[1] = L[1]) ~ @[2] = L[2]) .~ (L[k-2] =
LIk-2]) ~ (1,[k-1] < Lo[k-1]) then {

4) c =1; D1y //join step: candidates generation
5) if has_infrequent _subset(c, L;_;) then

6) delete c; // remove unfruitful candidate

7) else add c to Cy,

8) /

9)  return Cy;

Support can be calculated as the fraction of rows
containing both A and B or joint probability of Ad B.
Among rows containing A, Confidence is the fractmn
rows containing B or conditional probability of Bvgn

A.

{Diaper,Beer}=>{Milk}
[support =2/5, confidence = 2/3]
{Milk}=>{Diaper ,Beer}
[support =2/5, confidence = 2/4]
{Milk,Diaper}=>{Bread}
[support =2/5, confidence = 2/3]

Lift is the ratio Confidence is to Support. If thike is < 1
then A and B are negatively correlated else pasifiv
correlated and if it is equal to 1 it is not coateld.

B. Apriori Algorithm

Apriori algorithm is used for finding frequent itesets
for association rules among the item-sets in abdesta of
customer transactions. Apriori algorithm uses eellev
wise search, which is an iterative approach. Irs thi
approach, k item-sets are used to find (k+1)-itets-s
Firstly, the set of frequent 1-item-sets is foung b
scanning the entire database of customer trangsactm
find the count for each candidate item-set, and
comparing the candidate support count with minimum
support count, and then collecting those items lhic
satisfy minimum support count. This set of frequént
itemsets is denoted by L1. Then this set of fregue
item-sets(L1) , is used for finding set of frequ@rtem-
sets(L2), which is then used for finding set ofjirent 3-
item-sets(L3), and so on, until no more frequelteka-
sets can be found. In order to find each Lk, wedn®e
scan the entire database of customer transactides.
main idea of Apriori algorithm is as under:

Input: D (Database containing customer transasjion
min_sup: (minimum support count).

Output: L (frequent item-sets).

The procedure apriori_gen(Lk-1) is used for canidisla
generation and for elimination of those candidatbih

are having infrequent subset. It is presented below
procedure apriori_gen(Lk-1:frequent (k-1)-item-}ets

The procedure used to test for infrequent subseds/en
ahead:
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procedure has_infrequent_subset(c: candidate ksetm
Lk-1:frequent (k-1)-item-sets); // use prior knoddge

while doing market basket analysis using Apriori
algorithm, we need to find candidate sets and fagu
item sets repeatedly depending upon the input getof
customer transactions. Thus in Apriori algorithmpan

of the time is consumed in scanning the entire lfete

of customer transactions again and again. Becafise o
these problems, there is a need of an efficienthatkt
which reduces the time taken in repeated scanrfitigeo
database and increases the efficiency of the #hgori
To overcome from this problems. We will use single
layer feedforward partially connected neural
network.Feed-forward network is that neural network
which applies supervised learning process to #iaitrg
set, i.e., the outputs for the input training set already
known and as desired. Single layer feed-forwardraleu
network is that neural network which has the single

1) for each (k-1)-subset s of ¢

2) ifs €Ly then
3) return TRUE;
4) return FALSE;

output layer of computation nodes, i.e., neurord lzes

no hidden layers.To train a feed-forward networle w
need to adjust the network, i.e., we need to adnes
weights by doing back propagation so that we carihge
desired output for each input training set. Thusohiy
adjusting the weights of a neural network we can
eliminate the need of market basket analysis todre
again and again. This in turn will lead to the rtéhn in
both cost and time applied in doing repeated niarke
basket analysis over large database of customer
transactions.

C. FP-Growth Algorithm

FP-growth algorithm is used for finding frequemnit set
that does not have the candidate keys. It constrilnet
data construction (FP-tree) which is compressetilfig
and it reduces the original database and convertHR-
tree. FP-growth (frequent pattern growth) uses an
extended prefix-tree (FP-tree) structure to stdne t
database in a compressed form. FP-growth adopts a
divide-and-conquer approach to decompose both the
mining tasks and the databases. It uses a pattern
fragment growth method to avoid the costly procekss
candidate generation. FP-growth algorithm scans
database altogether two times[8]. The first scamnin
database, we can obtain the frequent l-itemsetfand
second scanning database, we can get the database's
frequent itemset by using of frequent 1-itemset BR-

tree is generated simultaneously. Last, we canirokite
association rule by using of the FP-tree.

Primitive Transactional Database

Let the transactional database have 5 transacties.
TID Items bought (ordered)frequent items use Téble

illustrate the FP-Growth algorithm for finding fregnt
item-sets.

Tablel: Sample Database

TID Items bought
10C {f,a,c,d,g,i,m,p]
20C {a,b,c,f,l,m,0}
30C {b,f,h,j,0}

400 {b,c,k,s,p}

500 {a,f,c,e,l,p,m,n}

Frequent-item-header Table

Let the minimum support threshold be 3(i.e., min
sup=3/5=60%). First, a scan of DB derives a list of

frequent items, (f :4), (c:4), (a:3), (b:3), (M:§);3) | (the
number after ":" indicates the support), in whitdms
are ordered in frequency descending order. Thisrorg
is important since each path of a tree will folldkis
order.

Tablell: Header Table

Item | frequency
o 4

f 4

a 3

b 3

m 3

p 3
EP-Tree

For convenience of later discussions, the freqitents
in each transaction are listed in this orderinthia
rightmost column of Table Ill. With the above
observations, one may construct a frequent-patteen

Tablelll:A Transaction Database

TID | Itemsbought (ordered)frequent
Items

10C | {f,a,c,d,g,I,m,p] | {c,f,a,m,p}

20C | {a,b,c,f,l,m,0,] {c,f,a,b,n}

30C | {b,f,h,j,0} {f,b}

40C | {b,c,k,s,p {c,b,p}

50C | {af.c,elp,mn | {cfam,p}

(root)

Figurel. FP-tree
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Creating Conditional Pattern-bases by FP-Tree

From the beginning of the Header-Table, FP-Tree is
scanned according to the link of every frequemhjtand

all the prefix paths which reach the frequent item list.
The conditional pattern-bases generated are sui@edar

in table IV.

TableV: A Condition Pattern Base Table

Head Item Condition pattern base
f c4

a cf:3

b cfa:l,cf:l,c:1

Table V: Frequent Item-set

M cfa:2,cfab::
P cfam:2,cb::
Frequent Item-set

In the condition pattern base, from the

beginning of the p-item, every item of the conditio
pattern base is scanned, and the common contéist, is
including a individual item and the combination. the
same time, the number of the corresponding item is
counted and the condition FP-Tree is generated. And
then FP-Tree is connected with the corresponding
header-Table-item, and eventually frequent iters-se¢
generated. As shown in table V.

Head Item condition pattern base condition FP-Tree Frequency Item
P cfam:2, ch:1 <c:3> p:3
I ] L )R VA ] ] cm:3,fm:3,am:3,cfm:3,cam:3

m cfa:2, cfab:1 <e:3.f:3,a:3,¢f:3,ca:3 fa:3, fa:3> Juam3 clime3

b cfa:l, ¢f:1, c:1 <e:3> ch:3

a cf:3 <cf:3> ca:3,fa:3,cfa:3

Fi c:d <ec:d> of:d

c 1] 1] 1]

3. RESULTS

| used Jupyter NoteBook as a software to perform ou

work. | written the Code in Python language andhtzé

a program which finds the candidate sets of items.
[RelationRecord(items=frozenset({ chicken’,
ic(items_base=frozenset({'light cream’}),
40861))),
RelationRecord(items=frozenset({ escalope’,

redstatistic(items_basesfrozenset({ mushroom cream sauce'}), items_add=frozenset({'escalope’}), confidence=0.288,

813953488367))),
RelationRecord(itemssfrozenset({'pasta’,

RelationRecord(items=frozenset({'fromage blanc",

81358)]),

Figure 2 given below shows the results of markeket
analysis:

'light cream'}), support=0.006596818005432673, ordered_statistics=[OrderedStatist
itens_add=frozenset({'chicken

'}), confidence=0.29310344827586204, 1ift=3.4888110217

‘mushroom cream sauce'}), support=0.006984866123399301, ordered_statistics=[Orde

1ift=3,4519

‘escalope’}), support=0,005044625533566162, ordered_statistics«[OrderedStatistic(it
ems_bases~frozenset({'pasta’}), items_add~frozenset({ escalope’'}), confidence«0.2888888888888889,
‘honey'}), support=0.004850601474582848, ordered_statistics«[OrderedStatist
ic(items_base=frozenset({'fromage blanc'}), items_add=frozenset({'honey'}), confidence=0.2475247524752475,

1ift=3,4626356589147287)]),

1ift=3,80818678882

RelationRecord(items=frozenset({'olive oil’, "whole wheat pasta‘}), support=0.011059371362048894, ordered_statistics=[Ordere
dstatistic(items_base=frozenset({'whole wheat pasta'}), items_add=frozenset({'olive oil'}), confidence=0.27142857142857146, ]

1£1=3.081371932032725))),
RelationRecord(items=frozenset({'pasta’,

‘shrimp'}), support=0.007178890182382615, ordered_statisticss[OrderedStatistic(item

s_basesfrozenset({'pasta’}), items_addsfrozenset({'shrimp'}), confidence«0.41111111111111115, lift«4.138411458333334)]),

RelationRecord(items«frozenset({ burgers’,
atistic(items_basesfrozenset({ eggs’,
58615432590694) ]),

‘eggs’,

‘almonds’}), items_add«frozenset({'burgers'}), confidence~0,3469387755102041, lift

‘almonds'}), supports0.0032984090027163367, ordered_statistics«[Orderedst

*3.03

Figure 2. Output of market basket analysis

4. CONCLUSION

Market basket analysis is a technique for the
identification and analysis of purchasing patteohshe
customers. There are some problems associated with
market basket analysis. The first one is that #eds of

the customers keep on changing with respect tooesas
and time. So we need to perform it repeatedly. Aaot
problem is related to Apriori algorithm which rerps a
repeated scan of the entire database of customer

transactions to find candidate sets and frequentsets.

To overcome this problem. We use Fp-growth algorjth

which takes only two scan of the database andliiges

the time taken in repeated scanning and also isesea

the efficiency of the algorithm.

1) FP-Growth beats Apriori by far. It has less roeyn
usage and less runtime. The differences are huge.

2) FP-Growth is more scalable because of its linear
running time.
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